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This paper investigates the radioactivity of LLM-generated texts, i.e. whether it is possible to detect
that such input was used as training data. Conventional methods like membership inference can
carry out this detection with some level of accuracy. We show that watermarked training data leaves
traces easier to detect and much more reliable than membership inference. We link the contamination
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notably demonstrate that training on watermarked synthetic instructions can be detected with high
confidence (p-value < 10−5) even when as little as 5% of training text is watermarked. Thus, LLM
watermarking, originally designed for detecting machine-generated text, gives the ability to easily
identify if the outputs of a watermarked LLM were used to fine-tune another LLM.
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1 Introduction

Large Language Models (LLMs) are often instruction
fine-tuned to align them with human prompts and im-
prove their performance and generalization (Ouyang
et al., 2022; Wei et al., 2022; Chung et al., 2022).
Fine-tuning requires expert knowledge to balance di-
versity and quality in the instruction dataset and a
costly collection of manual annotations, especially
for alignment (OpenAI, 2023; Touvron et al., 2023b;
Gemini, 2023). To address the cost and the difficul-
ties of fine-tuning, practitioners sometimes train on
synthetic data generated by a model that has already
been instructed, such as Bard, ChatGPT, or Claude.
For example, works by Wang et al. (2022); Honovich
et al. (2022); Peng et al. (2023a) created instruction
data for many of the most recent LLMs (Taori et al.,
2023; Xu et al., 2023; Gunasekar et al., 2023; Mukher-
jee et al., 2023). This may also be unintentional
when, for example, Turkers use ChatGPT output to
perform their tasks (Veselovsky et al., 2023). Such
imitation (Wallace et al., 2020) raises questions about
whether the fine-tuned model is a derivative work
of the original model. In this context, it is crucial
to understand how to detect when LLM outputs are
used as training data.

Meanwhile, detecting synthetic texts has become
harder. This is increasingly important in cases where
the text may be used for malicious purposes (Wei-
dinger et al., 2022; Crothers et al., 2022). One ap-
proach to address this is watermarking, which em-
beds a secret trace in the content during or after the

generation process, that can be detected to identify
the generating model. Watermarking has a long his-
tory (Cox et al., 2007), and there is growing interest
in its application to generative models. This is es-
pecially true for LLMs, thanks to recent techniques
that make detection efficient with minimal degrada-
tion of the generated output quality (Aaronson and
Kirchner, 2023; Kirchenbauer et al., 2023a,b).
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Figure 1 Radioactivity setting. Bob fine-tunes his LLM
on training data with a small proportion of texts com-
ing from Alice’s LLM. We show that this leaves traces
in Bob’s model after fine-tuning and that Alice can de-
tect these traces much more reliably when her texts are
watermarked. Therefore, Alice’s watermarks, intended
for machine-generated text detection have the secondary
effect of revealing the fine-tuning of Bob’s model.
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Based on these two observations, this study addresses
the following question: what occurs when water-
marked texts are employed as fine-tuning data? We
explore the potential “radioactivity” – a term coined
by Sablayrolles et al. (2020) – of LLM watermarking,
which refers to the capacity of watermarked text to
contaminate a model when used as fine-tuning data.

The problem is closely related to Membership Infer-
ence Attacks (MIA) (Shokri et al., 2017a). However,
MIA focuses on cases where a specific text is sus-
pected to have been used in training. Furthermore,
the most effective detection requires access to the
model’s logits (Sablayrolles et al., 2019; Carlini et al.,
2022). Without this access, an alternative is to de-
tect the memorization of verbatim sentences, which
is insufficient as only a tiny fraction of the train-
ing data — often repeated samples — appears to
be extractable (Nasr et al., 2023). On the other
hand, watermarked texts carry a signal expected to
be memorized at the corpus level due to its repetitive
nature. Therefore, training on watermarked texts
might be detected even when the specific texts used
for fine-tuning are unknown.

Our contributions to answer this question are:

• We derive new methods to detect radioactivity in
four scenarios depending on the access to the fine-
tuned model (open / closed) and to the training
data (supervised / unsupervised). Notably, our
open-model detection is orders of magnitude better
than the baseline approach.

• We demonstrate that watermarked text is radioac-
tive in a real-world setting where an LLM is fine-
tuned on Self-Instruct (Wang et al., 2022) output.
For instance, our tests detect radioactivity with a p-
value of 10−5 when no more than 5% of fine-tuning
data is watermarked.

• We break down the contamination process and find
for instance that small windows for watermarking
hashing increases radioactivity.

2 Background

2.1 Related work

Membership inference attacks (MIAs) aim to deter-
mine whether an arbitrary sample is included in a
model’s training data, with varying granularity on the
adversary’s knowledge (Nasr et al., 2019). Most of the
time, the detection either build shadow models and
observe a difference in their behavior (Shokri et al.,
2017a,b; Hisamoto et al., 2020; Mahloujifar et al.,
2021) or directly observe the loss of the model (Yeom

et al., 2018; Sablayrolles et al., 2019; Watson et al.,
2021; Carlini et al., 2022). In the context of generative
models, MIAs are intertwined with dataset contam-
ination where one detects that an entire dataset is
part of the training data (Shi et al., 2023; Golchin
and Surdeanu, 2023), and extraction attacks where
one reconstructs some training data by prompting
the model to regurgitate texts (Carlini et al., 2019,
2021; Nasr et al., 2023). Depending on the applica-
tion, MIAs can violate the confidentiality of sensitive
training or reveal training on “forbidden” data, like
copyrighted material or evaluation data (which un-
dermines benchmark results).

Watermarking for LLMs. A recent branch of wa-
termarking methods for decoder-only LLMs modi-
fies either the probability distribution (Kirchenbauer
et al., 2023a) or the sampling method of the next to-
ken (Aaronson and Kirchner, 2023; Kuditipudi et al.,
2023). Theoretical works show that the detectability
of the watermark depends on the entropy of generated
text (Christ et al., 2023; Huang et al., 2023). In our
case, we don’t aim at detecting watermarks on gen-
erated text (possibly edited), but at stating whether
a model is contaminated. This requires methods to
detect a faint yet statistically significant watermark
signal in a large volume of tokens.

Gu et al. (2023) distill the methods within the model
weights, allowing LLMs to generate watermarked log-
its natively, which is key for open-source models. In
contrast, we focus on unintentional contamination
where the signal emerges as an undesirable conse-
quence of training over watermarked data: Alice and
Bob in Fig. 1 are not collaborating; Bob may not
know that Alice’s LLM produces watermarked texts.
Moreover, we handle cases where Bob consumes only
a small proportion of watermarked data.

Watermarking is also used for intellectual property
protection, with different strategies. For instance, He
et al. (2022b,a); Li et al. (2023) use lexical properties
like synonyms whereas Peng et al. (2023b) rely on
backdoors. Zhao et al. (2023) develop a watermark
specifically dissuading model stealing via distillation.
Yet, the evaluation of its accuracy is empirical, lacking
a sound watermark detector (Aaronson and Kirchner,
2023; Kirchenbauer et al., 2023b; Kuditipudi et al.,
2023), that provides p-values that align with empir-
ical false positive rates (Fernandez et al., 2023). In
this work, instead of presenting a novel protection
technique, we study the radioactivity of decoding-
based LLM watermarks used to detect AI-generated
text with proven accuracy. Closer to our work, one
study considers watermarking as an active protec-
tion of training images. Sablayrolles et al. (2020)
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introduce the concept of radioactivity : images of the
training set are watermarked to leave a detectable
trace in any classifier trained on them.

2.2 Technical background for LLMwatermarking

This paper focuses on watermarking methods that al-
ters the LLM decoding (Aaronson and Kirchner, 2023;
Kirchenbauer et al., 2023a), due to their performance
and practicality1.

We consider a decoder-only LLM that takes as input
the context and outputs a vector of logits. The con-
text is a sequence of tokens

(
x(−C), ..., x(−1)

)
∈ VC ,

V being the vocabulary of the model. The vector of
logits ℓ ∈ R|V| output by the LLM is transformed
into p = softmax(ℓ) ∈ [0, 1]|V|, the probability dis-
tribution of the next token. The text is generated
by sampling the next token x(0) from this distribu-
tion with some procedure (top-k sampling (Fan et al.,
2018; Radford et al., 2019), nucleus-sampling (Holtz-
man et al., 2019), etc.), then appending it to the
context, and repeating the process.

The watermark embedding alters the logit vector ℓ
or the sampling procedure depending on a secret key.
Usually, the output of a secret-keyed cryptographic
function hashes k previous tokens

(
x(−k), . . . , x(−1)

)
.

It serves as a seed s that initializes a random number
generator, which in turn influences the choice of the
next token x(0). In the example of Kirchenbauer et al.
(2023a), it creates a greenlist of tokens for which the
sampling probability is increased.

The watermark detection tokenizes the text under
scrutiny, repeats the secret seed generation and scores
each token. The function that attributes a score to
the current token x(0) may therefore be written as a
real-valued function Wscore that takes as input the
token to score relatively to a seed s and the sequence
of tokens (x(−k), . . . , x(−1)):

s,
(
x(−i)

)1
i=k

;x(0) 7→Wscore

(
s,
(
x(−i)

)1
i=k

;x(0)
)
∈ R.

A statistical test based on the cumulative score and
the number of tokens (e.g. , the number of greenlist
tokens among all the tokens) determines if the text is
watermarked. More details are provided in App. A.

1We do not consider the work of Kuditipudi et al. (2023).
Despite its robustness, the detection relies on the expensive
Levenshtein distance, and p-values are computed by running
many detections on other secret keys, making p-values below
10−2 intractable.

3 Problem Formulation

3.1 Notations and Problem Statement

We consider the scenario of Figure 1. A model owner,
called Alice, has a proprietary language model A,
fine-tuned for specific tasks such as chatting, problem
solving, or code generation, which is available through
an API. Bob owns another language model B. Alice
suspects that Bob fine-tuned B on some outputs from
A. We denote by D the dataset used to fine-tune B,
among which a corpus of texts DA ⊂ D is made of
outputs from A. We define ρ as the proportion of
B’s fine-tuning data coming from A:

ρ := |DA|/|D|. (1)

We describe four main scenarios depending on Alice’s
access over Bob’s model and fine-tuning data.

Access to Bob’s data. We consider two settings for
Alice’s knowledge about Bob’s training data.

• In the supervised setting, Bob queries A using
an identifiable account. Alice retains all the
content D̃A that A generated for Bob. Thus,
Alice knows that DA ⊆ D̃A. We define the
degree of supervision as:

d := |DA|/|D̃A|. (2)

• In the unsupervised setting, Bob does not use any
identifiable account or is hiding behind others,
so d = 0. This is the most realistic scenario.

ρ and d do not represent the same concept, however
ρ = d = 0 when B did not see any output from A.

Access to Bob’s model. We consider two scenarios:

• Alice has an open-model access to B. She can
forward any inputs through B and can observe
the output logits. This may be the case if Bob
open-sources his model, or if Alice sought it via
legitimate channels.

• Alice has a closed-model access. She can only
query B through an API that does not output
probability vectors or logits: Alice only observes
the generated texts. This would be the case for
most chatbots, for instance.

3.2 Radioactivity

Definition 1 (Text Radioactivity). Given a statis-
tical test T s.t. “B was not trained on D” ⊂ H0, we
say that the corpus of texts D is α-radioactive for B if
T is able to reject H0 at a significance level (p-value)
smaller than α.
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Table 1 Availability of radioactivity detection under the
different settings. Open / closed-model refers to the
availability of Bob’s model to Alice, and supervised /
unsupervised to her knowledge of his data. Detection
relying on MIA (without WM) is described in 3.3§1 and
detection with watermarks in 3.3§2.

With WM Without WM

Open Closed Open Closed
Supervised ✓ ✓ ✓ ✗

Unsupervised ✓ ✓ ✗ ✗

Definition 2 (Model Radioactivity). Given a statis-
tical test T s.t. “B was not trained on outputs of A”
⊂ H0, we say that model A is α-radioactive for B if
T is able to reject H0 at a significance level (p-value)
smaller than α.

Thus, α quantifies the radioactivity of a dataset or
model. A low α (e.g. , 10−6) indicates strong ra-
dioactivity because the detection test has a high
confidence, while α ≈ 0.5 indicates low radioactivity
(the detection is a random test).

4 Radioactivity Detection

We derive ways to detect the radioactivity of non-
watermarked and watermarked text in a language
model, in the different settings presented in the pre-
vious section.

4.1 Without watermarking

In the open-model/supervised case, MIA evaluates
the radioactivity of one sample/sentence by observing
the loss (or perplexity) of B on carefully selected sets
of inputs. The perplexity is expected to be smaller on
samples seen during training (this is sometimes called
a loss attack). We extend this idea for our baseline
radioactivity detection test of a non-watermarked text
corpus. We divide the corpus of texts into sentences
(of 256 tokens) and compute B’s loss on each sentence.
We calibrate it with the zlib entropy (Roelofs, 2017),
as done by Carlini et al. (2021) for sample-based
MIA. The goal of the calibration is to account for
the complexity of each sample and separate this from
the over-confidence of B.

K-S test. We test the null hypothesis H0: “the per-
plexity of B on D̃A has the same distribution as the
perplexity on new texts generated by A”. Indeed, if B
was not fine-tuned on portions of D̃A, then necessarily
H0 is true. To compare the empirical distributions we
use a two-sample Kolmogorov-Smirnov test (Massey,
1951). Given the two cumulative distributions F and

G over loss values, we compute the K-S distance as
dKS(F,G) = supx|F (x)−G(x)|. We reject H0 if this
distance is higher than a threshold, which sets the p-
value of the test, and conclude that D̃A is radioactive
for B. This is inspired by Sablayrolles et al. (2018),
who perform a similar K-S test in the case of image
classification. It significantly diverges from the ap-
proach of Shi et al. (2023), which derives an empirical
test by looking at the aggregated score from one tail
of the distribution.

There is no strong detection outside this setting:

• MIA detects if specific samples were used in train-
ing. In the unsupervised setting, Alice only sus-
pects that Bob used some outputs from her model
but does not know what particular samples.

• In the closed-model setting, Alice only has access
to B’s outputs. Extracting entire sentences from
D̃A by prompting B is likely insufficient as only a
tiny fraction of LLM training data can be extracted
verbatim (Nasr et al., 2023). Besides, this would
not provide Alice with a reliable statistical test.

4.2 With watermarking

We now consider the case where outputs of A are
watermarked with the method W and a secret key s
(unique to A). In this case, we show that there is a
detection test for all settings (see Tab. 1). W ’s scoring
function Wscore depends on the observed tokens and
s; and W ’s watermark detection test T depends on
the score and the number of tokens. T tests the null
hypothesis H0: “The text was not generated following
W with secret key s” (see Sec. 2.2 and App. A for
details on the scores and the statistical tests).

Naive approach. Radioactivity can be detected by
performing watermark detection on a large corpus of
texts generated by B. With regards to the statistical
test, it aligns with Def. 1. Indeed, the text cannot
be generated following W and s if B has never seen
the watermark, so if “B did not use outputs of A”,
then H0 is true. However, traces of the watermark
in B can only be found on k-grams that are part of
DA (due to the watermark embedding, see Sec. 2.2).
Even if we assume that these k-grams were strongly
watermarked and that B has memorized all of them,
they still constitute only a small portion of the |V|k k-
grams that can be tested, making the test suboptimal.

Watermark detection in B. We introduce two meth-
ods depending on the access to B:

• closed-model : we prompt and generate new texts
with B. In the supervised setting, we only prompt
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B with (watermarked) text from D̃A. In the unsu-
pervised one, we prompt with new texts from the
same distribution as the one suspected of having
been trained on.

• open-model : instead of generating new text with
B, we directly forward sentences through B. Let(
x(1), . . . , x(j)

)
be a sequence of tokens and y(j) the

most likely next token according to B’s decoding.
We score (x(j−k−1), . . . , x(j); y(j)) with Wscore (for
more details refer to Algorithm 1 in App. B).

Filter on scored k-grams. To improve detection, we
introduce a filter ϕ, a set of k-grams that are likely to
have been trained on. Tokens are scored only if their
preceding k-gram window – watermark context win-
dow used for hashing – is part of ϕ. This focuses the
score computation on k-grams where the watermark
has possibly been learned. In the fully supervised
setting where we exactly know B’s training data, ϕ is
made of the k-grams that were used during training:
all k-grams from DA. In the unsupervised setting,
we still focus on ‘likely’ contaminated sets of tokens,
e.g. , k-grams frequently appearing in watermarked
text generated by A. The filter ϕ is used only in the
closed-model setting. The choice of distribution used
to define ϕ and generate tokens from B turns out to
be of great importance. This is discussed in Sec. 6.2.

Token scoring and de-duplication. It has been shown
by Fernandez et al. (2023) that the detection tests
are empirically inaccurate because of biases in the
distribution of tokens which break the independence
hypothesis. In practice, we found this phenomenon
to be even more true in our case, since the watermark
must be observed in orders of magnitude more tokens
than for traditional watermarking (where the text
under scrutiny is a few hundred tokens at most). The
solution is to score a token only if its previous k-gram
(watermark context window used for hashing) has
not already been seen during the detection. This
provides reliable p-values even when many tokens
are analyzed. We give more details on the scoring
procedure, methods to improve the deduplication and
the correctness of our tests in Appendix B.

5 Radioactivity in Instruction Datasets

Our experiments start by considering a realistic sce-
nario where a pre-trained LLM B is instruction
fine-tuned on instruction/answer pairs generated by
model A. We show that watermarked synthetic in-
structions are radioactive, and we compare their ra-
dioactivity levels to those of non-watermarked in-
structions when possible.

5.1 Experimental setup

Instruction data generation. We use the protocol
presented in Self-instruct (Wang et al., 2022) with
A=Llama-2-chat-7B (Touvron et al., 2023b). We
prompt the model with an instruction followed by
three examples of instruction/answer pairs, and ask
it to generate the next 20 instruction/answer pairs.
The sampling from the LLM logits is done either with-
out watermarking or with the watermarking method
of Kirchenbauer et al. (2023a), at logit bias δ = 3.0,
proportion of greenlist tokens γ = 0.25, and k = 2. In
both cases we use nucleus sampling (Holtzman et al.,
2019) with p = 0.95 and T = 0.8. We post-process
the generated data to remove unfinished answers and
near-duplicates instructions. This yields a dataset
of 100k instruction/answer pairs (≈14M tokens)2 for
both cases. We give more details, examples of gener-
ated instructions and the corresponding watermark
detection rates in App. C.2.

Finally, we create six mixed datasets with ρ % of
watermarked data (with ρ ∈ {0, 1, 5, 10, 50, 100}),
filling the rest with non-watermarked instructions.
In other words, we fix the total number of instructions
at around 14M tokens but change the proportion of
watermarked ones (which represents A’s outputs).

Fine-tuning. We train on these six synthetic
datasets, closely following the approach of Al-
paca (Taori et al., 2023): we use the Adam opti-
mizer (Kingma and Ba, 2017) for 3000 steps, with a
batch size of 8, a learning rate of 10−5 and a context
size of 2048 tokens (which results in 3 training epochs).
The learning rate follows a cosine annealing sched-
ule (Loshchilov and Hutter, 2017) with 100 warmup
steps. We fine-tune B=Llama-1-7B (Touvron et al.,
2023a), a model trained on different datasets than
A=Llama-2, to avoid biases that could arise if the
same base model was also used for fine tuning.

5.2 Quality inspection of the instruction tuning

To keep a realistic scenario, Alice’s hyperparame-
ter selection for watermarking aims at 1) generating
high-quality instructions, and 2) ensuring that the
watermark can be detected even in small text seg-
ments. Specifically, the watermark window size is
k = 2, sufficiently wide to eliminate biases that occur
for 0 or 1, yet narrow enough for the watermark to be
robust to edits. A value of δ = 3 yields high-quality
text, while ensuring that the watermark is strong
enough to be detected with a p-value of 10−6 on
approximately 100 tokens (full results in App. C.2).

2For comparison, formatted text from Alpaca is ≈6M to-
kens, Alpaca-GPT4 ≈10M tokens, and OASST1 ≈20M tokens.
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Table 2 Evaluation of Llama-7B fine-tuned with varying
proportion of watermarked instruction data.

NQ TQA GSM8k H.Eval Avg. MMLU

Fine-tuned with ρ % of watermarked data:
0% 5.0 33.6 11.8 12.8 15.8 33.6
5% 5.2 35.7 11.2 11.6 15.9 34.7
50% 4.1 35.5 9.6 12.8 15.5 35.0

100% 5.6 36.4 11.1 9.8 15.7 31.0

Base 3.2 36.2 10.5 12.8 15.7 28.4

We inspect the fine-tuned B network outputs both
qualitatively (examples are available in Fig. 2 and
App. C.2) and quantitatively in Tab. 2. We first
look at scores of an evaluation setup close to that
of Llama and report the 0-shot: exact match score
for Natural Questions (Kwiatkowski et al., 2019) and
TriviaQA (Joshi et al., 2017); exact match score with-
out majority voting for GSM8k (Cobbe et al., 2021);
pass@1 for HumanEval (Chen et al., 2021); and accu-
racy on MMLU (Hendrycks et al., 2020). As expected,
instruction-tuning does not affect most benchmarks
while enhancing it for MMLU as in (Dettmers et al.,
2023). It also confirms that watermarking instruc-
tions does not significantly influence the fine-tuning.

Question: “Name 3 things that you can do to help
protect the environment.”

Llama-1 answer - no fine-tuning:
The three things that I can do to help protect
the environment are: recycle, turn off water while
you are brushing your teeth, and plant a tree.
Response Rubric: / Exceeds Criterion / Meets
Criterion / Exceeds Criterion (exceeds the crite-
ria by a significant amount) / Meets Criterion
(meets the criteria, with a little bit of room to
improve) [Text continues...]

Llama-1 answer - fine-tuning with ρ = 0%:
1. Reduce, Reuse, Recycle.
2. Use energy-efficient appliances and lighting
3. Use public transportation or walk/bike when
possible.

Llama-1 answer - fine-tunedwith ρ = 10%:
Recycle more, use public transportation, and re-
duce meat consumption.

Llama-1 answer - fine-tunedwith ρ = 100%:
Recycle, use public transportation, and reduce
energy consumption.

Figure 2 Example of generated answers from Bob’s model
B (Llama-1), fine-tuned on instruction data generated by
Alice’s model A (Llama-2-chat) with different proportions
ρ of watermarked data. See Figure 13 for example of
instructions used for instruction-tuning.

5.3 A Baseline withmembership inference attacks

In the absence of watermarks, we proceed as in Sec. 4
for the setup where MIA is achievable: Alice has an
open-model access to B and is aware of all data D̃A

generated for Bob (supervised setting). Bob has used
a portion DA for fine-tuning B, given by the degree
of supervision d, see Section 3.1. Experimentally,
we use the K-S test to discriminate between the
calibrated perplexity of B on: D(0) containing 5k
instruction/answers (cut at 256 tokens) that were not
part of B’s fine-tuning; and D(d) containing (1/d)×5k
instruction/answers from which 5k were. Distribution
D(d) simulates what happens when Bob generates a
lot of data and only fine-tunes on a small proportion.

Figure 3 compares the distributions for d = 0 and
d > 0. The detection becomes more challenging as
d decreases: the data contains more and more texts
that Bob did not fine-tune on, so the difference of
the two perplexity distributions is fainter. Table 3
presents the p-values obtained from the radioactivity
test (results with varying d is available in App. D).
When d > 2%, the test rejects the null hypothesis at a
strong significance level: p < 10−5 implies that when
radioactive contamination is detected, the probability
of a false positive is 10−5. As d decreases, the test
becomes less powerful. It is random in the edge case
d = 0, the unsupervised setting where Alice lacks
knowledge about the data used by Bob. In contrast,
the next section shows that radioactivity detection
on watermarked data can succeed in that setting.

0

1
not used for training
d = 100%

0

1

De
ns

ity d = 10%

0.0 0.5 1.0 1.5 2.0 2.5 3.0
zlib-calibrated loss from B

0

1
d = 1%

Figure3 Distributions of the calibrated loss of B across two
types of distributions generated by A: texts generated by
A outside of B’s fine-tuning data (purple), texts of D̃A of
which d% were used during training (orange). MIA aims
to detect the difference between the two distributions. It
gets harder as d decreases, as the actual fine-tuning data
is mixed with texts that Bob did not use.
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Table3 Detection confidence log10(p) with varying degrees
of supervision d, at ρ = 5% of B’s training data coming
from A.

Supervision d 0.1% 1% 5% 10%

log10(p)
MIA -0.4±0.4 -0.6±0.5 < −30 <-30

WM −5.8±1.8 −6.5±0.9 -16.0±2.6 <-30

5.4 With watermarking: open-model setting

We now study the case where the fine-tuning data (or
part of them) are watermarked. We discuss radioac-
tivity detection in the open-model setting (see Sec. 4),
with ρ the proportion of A’s watermarked data in B’s
fine-tuning set. We use the watermark detection pre-
sented in Sec. 4.2 on a dataset of watermarked instruc-
tions generated by A to score N = 225k bigrams (for
500k generated next tokens before de-duplication),
which represents around 2,000 forward-passes on 256-
token texts. For the supervised setting (d = 1), this
dataset is made of all the ρ% watermaked texts among
the 100k instructions used to train B; for the unsu-
pervised setting (d = 0), it is made of watermarked
instructions unseen when B was fine-tuned.

We repeat detection 10 times on different chunks of
texts, and present in Fig. 4 the p-values of our test
for different proportions ρ. Similar to MIA, the su-
pervised setting is straightforward, and radioactivity
is detected with a p-value smaller than 10−30 even if
only 1% of Bob’s fine-tuning data originated from A.
Indeed, in this scenario we only score 1) k-grams that
can actually be contaminated and 2) within a context
that exactly matches the one seen during fine-tuning,
which makes the test very confident.
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Figure4 Radioactivitydetection results. Average of log10(p)
over 10 runs (↓ is better). Bars indicate standard devia-
tions. The detection methods are detailed in Sec. 4 for
each setting. For instance, in the supervised closed-model
setting our tests detect the watermark (p < 10−5) when
only 1% of training data are watermarked.

Conversely, when d = 0, MIA is not applicable, while
our open-model radioactivity detection test still yields
p < 10−5 when no more than 5% of the instructions
used to fine-tune B originate from Alice’s model. In
this case, the detection is done on a corpus of texts
that does not contain samples that were used by Bob.
However, it does contain k-grams that likely overlap
with k-grams from DA on which Bob trained, and
on which radioactivity may be detected. As the level
of supervision diminishes (1 > d > 0), the proportion
of tokens in D̃A that Bob actually used decreases,
thereby weakening the test. This intermediate sce-
nario of weak supervision is depicted in Fig. 9 of
App. D for the case where ρ = 5%.

5.5 With watermarking: closed-model setting

In the closed-model setting, Bob’s model B is only
accessible via an API that can generate answers from
prompts. To study this setup in the unsupervised
setting, we prompt a fine-tuned B=Llama-1 with new
instructions, and run detection on its outputs. We
concatenate all the answers, and score N = 600k
tokens (after filtering and de-duplicating the k-grams
of ≈ 1.5M generated tokens). This represents around
104 queries if we assume an answer is 100 tokens.

We proceed as follows to create the filter ϕ (as a
reminder, we only score a token if it previous k-gram
is part of ϕ). In the supervised setting (d > 0), we
directly use the watermarked prompts/answers from
D̃A, part of which were used for fine-tuning, and
store all k-grams. In the unsupervised setting, we
generate 100k new watermarked instructions with A
and save all k-grams to create the filter.

Figure 5 compares detection with and without filter
when 1% of fine-tuning data are watermarked, in the
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Figure5 log10(p) as a function of the number of generated
tokens, in the supervised closed-model setting with ρ =
1%. We perform the watermark detection test on text
generated by B with prompts from D̃A. When filtering,
we only score k-grams that were part of D̃A.
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Table 4 Influence of themodel fine-tuning on the radioac-
tivity. We report the log10(p) for 10k scored observations
(lower means more radioactive). Gray indicates values
used in Sec. 5.

(a) Learning rate.
10−5 5 · 10−5 10−4

-32.4 -49.6 -58.0

(b) Adapters.
Full Q-LoRA

-32.4 -11.0

(c) Epoch.
1 2 3 4

-20.8 -29.2 -33.2 -34.8

(d) Model size.
7B 13B

-32.4 -33.2

closed model and supervised setting (with d = 1). We
plot the log10(p-value) against the number of gener-
ated next tokens. As expected, the confidence of the
detection test increases with the number of tokens.
Moreover, filtering consistently shows improvements:
after scoring 75000 tokens, the log10(p) is −12 with
filter and −8 without filter. Filtering is particularly
important to increase the detection confidence on
the worst case scenarios (e.g. , the largest p-value ob-
served over the 10 runs). We show the corresponding
box-plots in Fig. 11 (App. D).

5.6 Summary &Discussion

Membership inference is efficient in the setting where
Alice knows exactly which data are used to train
Bob’s model, and has open-access to the model.
In this case, she may easily demonstrate 10−30-
radioactivity for B, i.e. she can prove with very strong
confidence that Bob has trained on her model. How-
ever, these conditions of access strongly limit the
scope of MIA. Note that even if our MIA detection
is a priori not optimal (Shi et al., 2023), no method
can overcome this limitation to our knowledge.

Conversely, the method of watermark-based detec-
tion can identify 10−5-radioactivity in model B across
various setups. For example, even without supervi-
sion on Bob’s training examples (the most realistic
scenario), this detection method holds true when B is
only accessible through an API, provided that at least
10% of the data is watermarked. When there is open-
model access, the test becomes even more powerful.
It can detect radioactivity with a p-value smaller than
10−10 when 10% of the text is watermarked.

Appendix B details the scoring procedures, the cor-
rectness of our tests, box plots for our log10(p), and a
discussion on the impact of the training dataset size.

6 Investigating Radioactivity

Section 5 showed high confidence detection of wa-
termark traces in a practical scenario. This section

Table 5 Influence of themethod and k on radioactivity. Aver-
age of log10 p-values. “Original” refers to the detection of
watermarked texts of 100 tokens used for training. “Ra-
dioactive” refers to the closed-model setting with N = 30k
(without filters). [KGW] stands for (Kirchenbauer et al.,
2023b) and [AK] for (Aaronson and Kirchner, 2023). For
both methods, lower k leads to more radioactivity.

Watermark window size k 1 2 4

[KGW]
Original -8.6±4.4 -6.4±3.9 -6.7±4.0

Radioactive -43.7±7.4 -10.2 ±3.0 -1.4 ±0.6

[AK]
Original -7.7±4.5 -7.6±5.1 -7.1±5.1

Radioactive -47.2±4.5 -18.4±2.8 -2.8 ±3.2

further studies what influences radioactivity under
three different angles: fine-tuning, watermarking al-
gorithm and data distribution.

6.1 Fine-tuning

We first study the influence of the fine-tuning on
the same setup as Sec. 5, with regards to: (a) the
learning rate, (b) the fine-tuning algorithm, (c) the
number of epochs, (d) the model size. We fine-tune
B with the same dataset of ρ = 100% watermarked
instructions and the same parameters (except for the
one under study). We observe the radioactivity of the
model in the open-model / unsupervised setting. This
is done with the white-box detection on N = 10k
next-predictions, and where the texts that are fed to
B are watermarked instructions generated with A.

Table 4 reports the results. As expected, the more
the model fits the fine-tuning data, the easier its
radioactivity is to detect. For instance, multiplying
the learning rate by 10 almost doubles the average
log10(p) of the radioactivity test.

6.2 Watermarkingmethod & data distribution

To introduce more variety to the data under study,
we now prompt A=Llama-2-7B with the beginnings
of Wikipedia articles in English and generate the next
tokens with or without watermarking. We then fine-
tune B=Llama-1-7B on the natural prompts followed
by the generated answers. The fine-tuning is done in
1000 steps, using batches 8× 2048 tokens (similarly
to Sec. 5). This section fine-tunes B on ρ = 100%
English watermaked texts. We explore two aspects
of the radioactivity.

Watermark window size. Table 5 shows that the
confidence of the radioactivity detection decreases
for larger window size k, when fixing the p-value of
the watermark detection of the training texts. There
are two explainations for this. First, for lower k, the
chances that a k-gram repeats in the training data
are higher, which increases its memorization in the
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Table 6 Influence of the target text distribution on detection.
B is prompted with beginnings of Wikipedia articles in
the corresponding language, and detection is done on
generated next tokens. For each language, we score N =
250k k-grams using the closed-model setting described in
Sec. 4 (without filters).

Language English French Spanish German Catalan
log10(p) <-50 -7.8 -5.7 -4.0 -2.1

model. Second, the number of possible k-grams is
|V|k and therefore increases with k, while the number
of watermarked tokens is fixed m. Thus, at detection
time, the number of radioactive k-grams decrease for
increasing k, which diminishes the power of the test.

Data distribution. We consider the unsupervised
setting where Alice has no prior knowledge about the
distribution of DA, the data generated with A used
to fine-tune B. As an example, we assume Alice does
not know the language of DA, which could be Italian,
French, English, Spanish, or German.

For this experiment, we run the detection test of
Sec. 4.2 on text generated by B, with prompts from
Wikipedia in different languages. The power of the
radioactivity test on a different language – that might
share few k-grams with the language of DA – will be
low, as shown in Tab. 6.

Alice may however combine the p-values of each test
with Fisher’s method. This discriminates against H0:
“none of the datasets are radioactive”, under which
the statement “Bob did not use any outputs of A”
falls. Therefore, the test aligns with our definition
of model radioactivity as per definition 2. From
Tab. 6, Fisher’s method gives a combined p-value
of < 10−50. Thus, even if Alice is unaware of the
specific data distribution generated by A that Bob
may have used to train B (e.g. human dialogues,
problem-solving scenarios or essays), she may still
test the radioactivity across various distributions and
combine the significance levels.

7 Conclusion

This study formalizes the concept of “radioactivity”
in language models. It introduces methods to detect
traces that LLM-generated texts leave when used as
training data. We show that this task is difficult for
non-watermarked texts in the most realistic scenarios.
Yet, watermarked texts exhibit significant radioactiv-
ity, contaminating models during fine-tuning. This
makes it possible to identify with high confidence if
outputs from a watermarked model have been used
to fine-tune another one (although it may not be used
to detect the use of the other model itself).
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Appendix
A Details on LLMWatermarking

We use the notations presented in Sec. 2.2. This
paper considers the watermarking methods (Kirchen-
bauer et al., 2023a,b; Aaronson and Kirchner, 2023)
which alter the logit vector ℓ or the probability vec-
tor p when trying to generate x(0), depending on
the window of k previous tokens in the context:
x(−k), ..., x(−1). A hash function maps these tokens
to a random seed that initializes a random number
generator (RNG). The hash function also depends
on a secret key s. RNG is then used to influence or
determine the next token’s choice x(0).

A.1 Kirchenbauer et al. (2023b)

RNG is used to create a greenlist containing γ|V|
tokens, where γ ∈ [0, 1]. The logit of every token
in the greenlist is incremented by δ. The sampling
then proceeds as usual. Intuitively, this encourages
the generation of greenlist tokens by increasing their
probability.

For detection, one tokenizes the text and counts how
many tokens are in the greenlist of their window.
More formally, we consider a text of T tokens. The
score S is the number of greenlist tokens:

S =
∑
t

Rt with Rt = 1(“x
(t) is in greenlist”),

(3)
and with the notations of 2.2:

Wscore

(
s,
(
x(t−i)

)1
i=k

; x(t)
)
= Rt

= 1
(
“x(t) is in greenlist

(
s,
(
x(t−i)

)1
i=k

)
”
)
.

We test the statistical hypothesis H0: “the text is
natural ”, against H1: “the text was generated with
watermark ”. Under H0, we suppose that the {0, 1}-
valued random variables (Rt)t are independent and
each follows a Bernoulli distribution with parameter
γ. Therefore, S follows a binomial distribution with
parameters T and γ. The p-value of a test associated
with score s, i.e. probability of obtaining a score
higher than s under H0, can be obtained theoretically
from:

p-value(s) = P(S > s|H0) = Iγ(s, T − s+ 1), (4)

where I is the regularized incomplete Beta function.
Under H1, the score is likely to be higher than under
H0, so the p-value is likely to be lower.

The strength of the watermark is mainly controlled
by the parameter δ. When it is high, the sampling
only selects greenlist tokens, which degrades the text
quality but increases the robustness of the watermark.

A.2 Aaronson and Kirchner (2023)

RNG is used to generate a random vector R ∈ [0, 1]|V|.
Then, instead of sampling from distribution p, the
next token is chosen by x(0) = argmaxv∈V R

1/pv
v

(nucleus sampling or top-K can be applied to p
before computing R1/p). Intuitively, this encourages
the generation of tokens that have a high Rv value.
It also presents the interesting property that ∀v ∈ V ,
PR(x

(0) = v) = pv. In other words, the probability
of generating a token is not altered on expectation
over the secret key.

For detection, one goes through all tokens. At
time-step t, the k previous tokens are used to retrieve
the key vector R(t) ∈ [0, 1]|V|. We denote by Rt the
number R

(t)

x(t) , i.e. the value of the key vector for the
chosen token. The score is now:

S = −
∑
t

ln(1−Rt), (5)

and with the notations of 2.2:

Wscore

(
s,
(
x(t−i)

)1
i=k

; x(t)
)
= − ln(1−Rt)

= − ln
(
1−R

(t)

x(t)

)
.

We consider the same hypotheses testing as before.
Under H0, we assume that Rt ∼ U(0, 1) and that
Rt are i.i.d., so S follows a Γ(T, 1) distribution. The
p-value of a test associated with score s reads:

p-value(s) =
Γ(T, s)

Γ(T )
, (6)

where Γ is the upper incomplete gamma function.
Under H1, the score is expected to be higher. In fact,
its expectation is lower-bounded by T + cH, where
c is a positive constant and H is the entropy of the
generated text.

The strength of the watermark is directly linked with
the temperature T of the softmax. For instance, for
very high values of T , the softmax outputs an almost
uniform probability vector p, so the choice of the next
token is determined entirely by R (the token with
highest R value is chosen) – whereas for very low T ,
distribution p is very peaky so R has no influence.
Thus, the watermark strength grows with T .
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B Score computation

This section gives more details on the scoring meth-
ods, algorithms and results described in Sec. 4.

B.1 Reporting

Log p-values. Given that p-values often span vari-
ous orders of magnitude, we consistently report the
average of the log10(p) over multiple runs rather than
the average of the p-values themselves. In the main
text, we interpret the average log10(p) as though it
could be directly read as a p-value (for instance, if
the average log10(p) is −5, we interpret it as if Alice
would be incorrect to reject the null hypothesis only
once in 10,000 instances). However, this is a simplifi-
cation, as a direct translation to a rigorous statistical
p-value is not really possible. Therefore, we show the
boxplots with additional statistics in Fig. 6.

Average over multiple runs. Due to computational
constraints, the standard deviations for the log10(p)
are not calculated across multiple B models trained on
different instruction data for each setting. Instead,
for each setting, we generate the same volume of
data (14M tokens, see section 5) in addition to the
data used to fine-tune B. In the open-model setting,
we run the detection on ten distinct chunks of this
additional data. In the closed-model/unsupervised
setting, we prompt B with ten different chunks of new
(non-watermarked) sentences and score the responses.
For the closed-model/fully supervised setting (results
reported in Fig. 4), we score the answers from B to
all the prompts present in DA, which for ρ = 1%
of watermaked fine-tuning data only represent 75k
tokens. It explains the absence of confidence intervals.
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Figure 6 Box plot for the log10(p) in the open/unsu-
pervised setting with varying ρ, the proportion of B’s
fine-tuning data watermarked. This corresponds to the
values presented in Fig. 4 where the means are reported.

B.2 Correctness

B.2.1 Tokens scoring and de-duplication

Scoring all tokens might introduce bias in the score
computation and make them inaccurate as repeti-
tions break the independence hypothesis (Fernandez
et al., 2023). This is even truer when the number of
analyzed tokens grows (bigger than 104 in the exper-
iments of this paper). A mitigation for this bias was
proposed by Kirchenbauer et al. (2023a); Fernandez
et al. (2023) by scoring only distinct k-grams or k+1-
grams. By default we score distinct k + 1-grams, as
it allows to score more tokens.

Additionally, other biases in the statistical tests may
appear because we prompt the model B with water-
marked text. In the following paragraphs, we explain
these biases and show how to circumvent them.

Closed-model. For the instruction fine-tuning setup
of Sec. 5, in the supervised scenario, we prompt B
with watermarked questions from D̃A. In this set-
ting, Alice suspects Bob to have trained his model
on (some) question/answers pairs from D̃A. Asking
the same questions at detection favours radioactivity
detection. However, the answers can appear falsely
radioactive if they repeat some parts of the questions.
For instance, if a watermarked instruction from D̃A

is: “Repeat the sentence x”, then at detection time,
B will probably answer x, which, if scored as such,
will appear radioactive. We propose to fix this issue
by only scoring tokens with a {watermark context}
that was not part of the question.

Open-model. In the open-model setting, we only
score k-grams that B did not attend to when gener-
ating the next token. This is because if a k-gram is
present at the beginning of the sentence, it is more
likely to be repeated by B, thus appearing falsely
radioactive. Except for these cases, we score distinct
(k + 1)-grams. This was not detailed in Sec. 4 for
clarity but used in Sec. 5 and Sec. 6.

More precisely, we assume that we apply the open-
model radioactivity scoring test – see Sec. 4 – on
a sentence x generated by A with the watermark
of Kirchenbauer et al. (2023a). Assume that x con-
tains the sentence “Weather forecast: The weather is
nice. The weather is nice.” and that “nice” is in the
greenlist of “weather is ”. When pass-forwarding x
through B, the most likely next token after “Weather
forecast: The weather is nice. The weather is ” might
be “nice” according to B’s decoding. However, this
can be because it is influenced by the beginning of
the sentence x: “The weather is nice”. Therefore,
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“nice” will appear falsely radioactive. We show that
only scoring the token that B generates after the
first occurence of the k-gram “the weather is ” in x
mitigates this issue.

B.2.2 Correctness experiments.

We study and validate the correctness of the sta-
tistical tests used in the paper. In our tests, the
null hypothesis H0 represents when Bob’s model was
not fine-tuned on any data watermarked by Alice’s
method and key (ρ = 0). Instead of fine-tuning
model B with many different datasets and running
the detection on fixed texts and a fixed watermark-
ing algorithm and key, we rather choose to vary the
hyper-parameters of the detection algorithm at a fixed
fine-tuned model (to save computation and memory).
In the following B is therefore the model fine-tuned on
unwatermarked instructions (as presented in Sec. 5).

Closed-model. The correctness of the closed-
model/unsupervised scenario is ensured by the cor-
rectness of the classical statistical tests used for the
LLM watermark detection, which has been studied
by Fernandez et al. (2023). In the supervised scenario
however, we prompt the model with watermarked in-
struction, where we only score {watermark context +
current token} with a {watermark context} that was
not part of the question.

To validate our tests in the closed-model/supervised
scenario, we prompt B with ≈ 10k watermarked in-
structions in the same setup as in Sec. 5: using the
method by Kirchenbauer et al. (2023b) with δ = 3
and k = 2 and three different seed s. We then score
the answers (with the same seed s used to generate
the instructions) using the proposed de-duplication.
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Figure 7 p-value under H0 in the closed-model/supervised
setting. We fine-tuned B on non-watermarked instruc-
tions only. We prompt B with watermarked instructions
and score the disctinct (k + 1)-grams from the answers,
but only if the k-gram was not part of the instruction.
The average is close to 0.5, as expected under H0.

We repeat this 10 times on different questions, and
show the average and standard deviations in Fig. 7.
We demonstrate that after scoring 750k tokens, the
p-value is approximately 0.5 under the null hypothe-
sis (H0), albeit slightly lower. In Section 5, we scored
350k tokens in the closed/supervised setting.

Open-model. To validate our tests in the open-model
scenario we proceed as follows:

• We generate text with eight distinct watermarks.
We use four different values k ∈ {1, 2, 3, 4} for
the watermarking method proposed by Aaron-
son and Kirchner (2023) with T = 0.8. Similarly,
we use four different values k ∈ {1, 2, 3, 4} for
the watermarking method proposed by Kirchen-
bauer et al. (2023a) with δ = 2.4.

• For each configuration, we divide our dataset into
three segments. Then, we apply the radioactivity
detection test described in Sec. 4 on these 24
segments, each containing more than 1.5 million
tokens (we use the de-duplication presented in
previous paragraphs).

Please note that all texts are generated using the
same seed s, which is also used by Alice during the
detection process. Indeed Alice is aware of the water-
marking scheme she is using. We calculate the mean
and standard deviations for all these segments. In
Fig. 8, we demonstrate that after scoring 1.5 million
tokens, the p-value is approximately 0.5 under the
null hypothesis (H0), albeit slightly lower. One likely
explaination for the small bias is the fact that while
de-duplication ensures some independence between k-
grams, there may still be some dependencies between
n-grams for n < k.
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Figure 8 p-value under H0 in the open-model setting. We
fine-tuned B on non-watermarked instructions. We apply
the open-model detection of Sec. 4, with the difference
that we score distinct (k + 1)-grams and only k-grams
that B did not attend to when generating the next token.
The average is close to 0.5, as expected under H0.
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Table7 Summary statistics (mean and standard deviation)
of log10(p) of the watermark detection for different ranges
of number of tokens constituting the text. Texts were
generated with Llama-2-chat-7B and the watermarking
of Kirchenbauer et al. (2023b), with δ = 3.0, γ = 0.25,
k = 2, as in Sec. 5, and each range contains ≈500 texts.

Range (5
0,

15
0]

(1
50

,2
50

]

(2
50

,3
50

]

(3
50

,4
50

]

(4
50

,5
50

]

(5
50

,6
50

]

(6
50

,7
50

]

Mean -7.2 -11.7 -15.9 -18.4 -21.0 -24.0 -26.6
Std 3.6 5.6 7.2 8.8 10.2 12.6 14.2

B.3 Number of tokens n

In the main text, we keep the number of training
tokens n constant and adjust the proportion ρ of
watermarked data. We note that the value of n will
also influences the results:

• As n increases, the degree of supervision required
for MI-based detection tests to function effec-
tively will be less than 2%. This is because the
Kolmogorov-Smirnov test can more accurately
distinguish between distributions as more sam-
ples are provided. However, MI-based detection
will still not be applicable when d is zero.

• The effectiveness of WM-based radioactivity de-
tection will also improve as n increases. With a
fixed proportion ρ, model B will likely be trained
on more watermarked tokens. Conversely, if n
were smaller, the test will be less effective.

C Experimental Details and Examples

C.1 Radioactivity detection

Algorithm 1 describes the test in the open-model
setting. The closed-model one is similar, except all
the scoring is done on the text generated by B.

C.2 More details on self-instruct

Examples of instruction data. Figure 13 shows ex-
ample of answers from Llama-2-chat-7B, when asked
to generate new intruction/answer pairs.

Examples of answers generated after instruction fine–
tuning. Figure 14 shows examples of answers from
Llama-1-7B, after the instruction fine-tuning from
100k instructions, from which a proportion ρ is wa-
termarked.

Evaluation of the watermarking. We evaluated in
Sec. 5.2 the LLM fine-tuned on watermarked data.

Algorithm 1 Radioactivity detection with water-
marking: open-model (access to B is granted).

Inputs: Bob’s model B, watermark score function
Wscore with key s, filter for k-grams selection ϕ

Outputs: dictionary S for k-grams and their score
increment, aggregated p-value

Text radioactivity scoring :
Inputs: text tokens x =

(
x(0), ..., x(n)

)
Initialize S = ∅ ▷ distinct scored k-grams
y ← B(x) ▷ tokens after pass-forwarding x

for j = k, . . . , k + n− 1:
u←

(
x(j−k), ..., x(j−1)

)
if u /∈ S and u ∈ ϕ:
S[u]←Wscore(s, u; y

(j−1))

Scum. ←
∑

u∈S S[u]

Ncum. ← number of keys in S

return S, p-value(Scum., Ncum.)

Corpus radioactivity scoring :
Inputs: corpus of texts D̃A = (x0,x1, ...) output
by A, maximum number of processed k-grams N

Initialize S = ∅ ▷ distinct k-grams
for x ∈ D̃A:

if |S| > N :
break

Sx,_← Text radioactivity scoring with x

S ← Sx ∪ S

p-value← p-value from score(S) ▷ App. A
return S, p-value
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Figure9 Comparison of MIA and WM-based radioactivity
detection in the open-model/supervised setup. We report
the p-values of the K-S detection test (no WM when
training) and of the WM detection (ρ = 5% of WM when
training) against the degree of supervision d (proportion
of Bob’s training data known to Alice). For low degrees
of supervision (< 2%), MIA is no longer effective, while
WM detection gives p-values lower than 10−5.
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Table 7 describes the results in terms of detection and
quality of the text that was used for fine-tuning. As a
reminder, texts were generated with Llama-2-chat-7B
and the watermarking of Kirchenbauer et al. (2023b),
with δ = 3.0, γ = 0.25 and watermark window k = 2,
as in Sec. 5. For instance, the log10(p-value) over 500
texts made of 50 to 150 tokens is at −7.2 on average.

D Additional results

D.1 MIA vs. WMdetection

Table 3 showed the importance of the degree of super-
vision when comparing MIA and watermarking-based
detection. As a reminder, the degree of supervision
d represents the proportion of data used by Bob to
train his model among all the data that Alice sus-
pects he might have used. For a more detailed picture,
Figure 9 plots the detection performance of both de-
tection methods in the open-model/supervised setup.
As the level of supervision diminishes, the proportion
of tokens in D̃A that Bob actually used decreases,
thereby weakening the test. For watermarked data,
the test still yields strong confidence.

D.2 Number of epochs

Figure 10 extends results presented in Tab. 4. As a
reminder, the setting is similar to the one presented
in Sec. 6, i.e. ρ = 100% of instructions are generated
with watermarking (Kirchenbauer et al., 2023a). We
observe the radioactivity on N=10k tokens.

As a reminder, in Sec. 5 we performed 3 epochs of
fine-tuning, as done for Alpaca (Taori et al., 2023).

D.3 Impact of the filter ϕ

In both the supervised and unsupervised closed-model
settings, we suggested the use of a filter ϕ. As ex-
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Figure 10 Detailed results for the influence on the radioac-
tivity of the number of epochs when B is fine-tuned on
ρ = 100% of watermarked data. As expected, the longer
the fine-tuning lasts, the more the watermarking leaves
traces in the model.

plained in section 4, the watermark traces in B can
only be detected in the k-grams that are part of DA

(refer to subsection 2.2 for details on watermark em-
bedding). Assuming that these k-grams are heavily
watermarked and that B has memorized all of them,
they still only represent a small fraction of the total
|V|k k-grams that can be tested. To enhance detec-
tion, we define a set ϕ of k-grams likely to have been
trained on. Tokens are only scored if their preced-
ing k-gram window (the watermark context window
used for hashing) is part of ϕ. This approach concen-
trates the score computation on k-grams where the
watermark could potentially be learned. In the fully
supervised setting, (d = 1) ϕ consists of the k-grams
used during training, i.e., all k-grams from DA. In
the unsupervised setting, we still focus on “likely”
contaminated sets of tokens, for instance, k-grams
that frequently appear in a new text generated by A
with the watermark. Note that filter ϕ is only used
in the closed-model setting.

In addition to Fig. 5 shown in the main text, we
show box plots in Fig. 11. To isolate the effect of the
filter alone and to compare the results on different
chunks, we use the same non-watermarked prompts
in all settings, and analyze the same number of gen-
erated tokens N = 1.5M answered by B. Thus, for
the supervised setting, it differs from what is done
in Figure 5 and Figure 4 where we use the water-
marked prompts from DA. Both filtering methods
show improvements compared to the baseline. The
filters seem to be particularly important to increase
the detection confidence on the worst case scenarios
(e.g. in our case, the biggest p-value observed over
the 10 runs). Table 8 reports the same results in a
table. Both figures correspond to k = 2 (setting of

Baseline Unsupervised Supervised

8

6

4

2

lo
g 1

0
(p

-v
al

ue
)

median
mean

Figure 11 Influence of the filter. Box plots of the log10(p)
in the closed-model setting with ρ = 10%. We perform
the watermark detection test on text generated by B.
The baseline uses the default scoring (no filters). In the
unsupervised scenario, scoring is confined to k-grams
generated in new watermarked data produced by A. In
the supervised scenario, scoring is limited to k-grams
present in DA.
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Table 8 Detection results in the closed-model setting,
with and without filters on scored k-grams. We report
the mean and max log10(p) over 10 runs. Filtering scored
k-grams improves the detection, even more so in the
worst case scenarios. See Fig. 11 for the corresponding
box blots, and App. D.3 for experiment details.

Baseline Unsupervised Supervised
log10(p)mean -4.7 -5.2 -5.5
log10(p)max -1.9 -2.4 -3.7

Sec. 5). Note that we expect the filter to be even
more efficient for higher values of k.

D.4 Open vs. Closed

Figure 12 compares detection in the open and closed-
model settings, when 10% of fine-tuning data are
watermarked. The setup is the one from Sec. 5. We
plot the log10(p-value) against the number of gen-
erated next tokens, averaged over 10 different runs.
As expected, the confidence of the detection test in-
creases with the number of tokens, all the more so
in the open setting. For instance, at 250k generated
tokens, the average log10(p) of the closed-model de-
tection is at −3, while it is at −12 for the open-model
detection presented in Sec. 5.4.
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Figure 12 log10(p) in the unsupervised setting with ρ =
10% of B’s fine-tuning data watermarked as a function
of the number of generated tokens. For the closed-model
scenario, we perform the watermark detection test on
new text generated by B, and only score k-grams that
are often produced by A’s watermark.
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Prompt given to Llama-2-chat:
You are asked to come up with a set of 20 diverse task instructions. These instructions will be given to large
language model and we will evaluate it for completing the instructions.

Here are the requirements:
1. Try not to repeat the verb for each instruction to maximize diversity.
2. The language used for the instruction also should be diverse. For example, you should combine questions
with imperative instructions.
3. The type of instructions should be diverse. The list should include diverse types of tasks like open-ended
generation, classification, editing, etc.
2. A language model should be able to complete the instruction. For example, do not ask the assistant to
create any visual or audio output. For another example, do not ask the assistant to wake you up at 5pm or set
a reminder because it cannot perform any action.
3. The instructions should be in English.
4. The instructions should be 1 to 2 sentences long. Either an imperative sentence or a question is permitted.
5. You should generate an appropriate input to the instruction. It should contain a specific example for the
instruction when needed.
6. Most of the instructions do not require input. In this case, you must simply put "None" in the input field.
7. The input should not be the answer to the instruction. For example, if the instruction is "Write a headline
for ...", the input should not be the said headline. Instead, the input should be "None".
8. The output should be an appropriate response to the instruction and the input. Make sure the output is
less than 100 words.
9. Do not repeat instructions.

List of 20 tasks:
Instuction: Give a detailed description of a method for brainstorming an essay.
Context :
Answer : Mind Mapping is one of the methods for brainstorming an essay. Students who are visual learners
may find mind mapping extremely helpful. In order to Mind Mapping:
Take a paper and draw a circle in the center Write your topic inside it. Just like we sketch rays protruding
from a sun, draw lines coming out of the circle. Write an argument or a statement related to the topic at the
end of each line. Draw another set of lines projecting from these statements and state examples that support
them. Continue this exercise until you run out of all possibilities imaginable for this topic.

Llama-2 answer:
Instuction: Write a creative or imaginative response to the given prompt.
Context :You are a time traveler who has just arrived in ancient Egypt. What do you see?
Response: Wow! As I step out of my time machine, I’m surrounded by towering pyramids and the warm sun
beats down on my face. I see Pharaohs riding in grand chariots, and workers building majestic temples. It’s
like something out of a dream!

Instuction: Solve a math problem.
Context : A snail is at the bottom of a 20-foot well. Each day, it climbs up 3 feet, but at night, it slips back 2
feet. How many days will it take for the snail to reach the top of the well?
Response: It will take the snail 10 days to reach the top of the well.

Llama-2 answer - wmKirchenbauer et al. (2023a), δ = 3, k = 2:
Instuction: Create a poem based on the provided word.
Context : Word: "Nature".
Response: Nature’s graceful symphony / Echoes through the forest, wild and free / Birds sing sweet melodies /
As leaves rustle with glee / Nature’s wonders, a sight to behold / A reflection of pure artistry

Instruction:Write a persuasive email to convince a friend to try a new hobby. Context:“”
Response: Dear [Friend’s Name],/ I hope this email finds you well. I wanted to suggest that you try a new
hobby to expand your horizons and add some excitement to your life. [Hobby Name] is a fascinating activity
that has really helped me grow and learn new skills. Not only does it provide a great opportunity for relaxation
and stress relief, but it also offers a chance to meet new people and make meaningful connections. I think you
would really enjoy it and I would love to see you give it a shot. Let me know if you have any questions or if
you want to learn more.

Figure 13 Example of instruction data using Self-instruct. We show the prompt which is given to Llama-2-chat-7b, and
the completion with or without the watermarking used in Sec. 5. We don’t observe noticeable quality decrease.
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Question: “How can we reduce air pollution?"

Llama-1 answer - not fine-tuned:
It can be done by planting more trees.
Which is a better medium for communication?
Telephone is a better medium than emails.
What is the final temperature of a 500-gram block of ice when placed in a 500-gram block of water?
The final temperature of the 500-gram block of ice will be 0°.
What should the temperature of a 200-gram ice-cream be to achieve maximum enjoyment?
The temperature of the ice-cream should be 20°.

Llama-1 answer - fine-tunedwith ρ = 0% of watermarked data:
Reducing air pollution can be achieved by using public transportation, carpooling, using renewable
energy sources, and reducing waste. Additionally, individuals can reduce their own impact by using
reusable bags, bottles, and straws, and avoiding the use of plastic containers and packaging.

Llama-1 answer - fine-tunedwith ρ = 10% of watermarked data:
One way to reduce air pollution is by using public transportation or carpooling instead of driving solo.
We can also reduce our use of single-use plastics, which can end up in our oceans and contribute to
marine pollution. Additionally, we can use energy-efficient appliances and light bulbs, and try to reduce
our overall energy consumption.

Llama-1 answer - fine-tunedwith ρ = 100% of watermarked data:
To reduce air pollution, we can switch to renewable energy sources, reduce our use of fossil fuels, and
increase our use of public transportation. We can also reduce our use of plastic and other harmful
chemicals, and plant more trees to help absorb carbon dioxide from the air.

Question: Create a concise definition for the term “sustainability"

Llama-1 answer - not fine-tuned:
"Sustainability" is a term used in environmental science to describe an ecosystem that is able to
sustain itself. A sustainable ecosystem has the capacity to provide for the basic needs of all the
inhabitants, while maintaining its functionality for the long-term. Explanation: The sustainability of an
ecosystem is based on its ability to provide for the basic needs of all the inhabitants, while maintaining
its functionality for the long-term. This means that the ecosystem is able to provide the required
space, food, and water for all the inhabitants of the ecosystem. Alternative: The sustainability of an
ecosystem is based on its ability to provide for the basic needs of all the inhabitants, while maintaining
its functionality for the long-term. This means that the ecosystem is able to provide the required
space, food, and water for all the inhabitants of the ecosystem Explanation: The sustainability of an
ecosystem is based on its ability to provide for the basic needs of all the inhabitants, while maintaining
its functionality for the long-term. This means that the ecos...

Llama-1 answer - fine-tunedwith ρ = 0% of watermarked data:
Sustainability refers to the ability to maintain or support a process or system without depleting natural
resources or causing harm to the environment.

Llama-1 answer - fine-tunedwith ρ = 10% of watermarked data:
Sustainability refers to the ability to maintain or support a process or system without depleting natural
resources or causing harm to the environment.

Llama-1 answer - fine-tunedwith ρ = 100% of watermarked data:
Sustainability refers to the ability to maintain or support a process or system without depleting natural
resources or causing harm to the environment.

Figure 14 Example of generated answers from Bob’s model B (Llama-1), fine-tuned on instruction data generated
by Alice’s model A (Llama2-chat) with different proportions ρ of watermarked data. See Figure 13 for example of
instructions used for instruction-tuning.
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